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Abstract

Task: Predicting which part of a scene elderly people would Overall objective Is to train the two networks that solve the Quantitative result is measured by correlation coefficient
pay attention, especially in driving scenario. following optimization problem (CC), similarity measure (SIM), and KL-divergence
Driving scene Elderly S FoA mDin max Lrgo(T,D) — vy Ly (T) Algorithm CC1 SIMT | KL-div.{
0 o : | It consist of two major loss terms; content loss £; and ours 0.7711 0.6832 218
Model adversarial 10SS £ ;V | ml [Palazzi+, PAMI18] 0.6386 0.5324 4.06
— Eﬁséatzj:; dg)AM'ls] 0.6575 | 0.5535 :
Importance: As of in 2018, Japan had 5.63 million drivers L (T) = Z Z e (log(er ;) —log(en:))
aged 75. Can we assist them to avoid the fatal accidents? 1 [Wang+, CVPR15] 0.1305 0.2232 0.60
| | | | | o . [\Wang+, TIP15] 0.0901 | 0.2595 4.90
Proposal: First deep image-to-image translation method for Ly, requires T to output the ground truth FOA e, ; In per pixel Corniat ICPR16 0 1478 0 2940
predicting elderly focus of attentions (FOAS) bases, L, 4y IS to facilitate the training of the translator. [Corniat, | ; ' _

Qualitative result shows that only our model can precisely
Experiment Setup recover the ground-truth maps of elder’s.

o _ _ Ground truth [Palazzi+, PAMI18] [Wang+, CVPR15]
Existing models: can precisely predict adult's FOA, however, We assume a car driving scenario for our experiment, the |
they do not work well for elderly’s. setup consist of driving simulator with eye-gaze trackers.
ldea: can we leverage the knowledge of the FoA predictors Experiment setup (Driving simulator)

constructed for the adults to predict the elderly’s?

Architecture: our model mainly consist of two major networks;
translator (T) and discriminator (D).
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We attempted to accurately predict the elderly’'s FOA by
Introducing a deep image translation framework.
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Adult and eldery’'s FOA obtained is shown in the above figure.

Translator has simple encoder-decoder architecture, 7.722 images used for training and 1,930 for testing

whereas discriminator Is consist of encoder.




